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Abstract

Behavior analysis has a long history of relying on technology for its advances and in turn, behavior analysis provides a framework for approaching technological implementations in a pragmatic manner. One of the field’s earliest technological innovations was teaching machines, a development that is well-represented by today’s use of computer-based instruction in both education and training. However, effective technology such as computer-based instruction requires an alignment between an analysis of behavior and an analysis of instructional content. This paper will cover the early historical development of technology in behavior analysis and the need for behavior-based instructional design in coordinating technology with the science of behavior. The paper will also provide a brief overview of the behavior-based instructional design process proposed by designers such as Susan Meyer Markle.
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Technology has long played an important role in the development of behavior analysis and the field has had an important relationship with technology in multiple ways. Technology can be viewed as the application of science to solve practical concerns. In this sense, the entirety of applied behavior analysis is a testament to how the field has successfully driven and continues to drive many important technologies. However, in regards to this article, technology is being restricted to the narrower usage that refers to machinery and equipment. An important relationship can be seen that is often reciprocal in nature, with machinery / equipment influencing behavior analysis and vice-versa.

Technology and the Early Days of Behavior Analysis

A demonstration of this relationship can be traced back to B. F. Skinner himself. Skinner was a person who played many roles throughout his career: a thoughtful philosopher, a bold revolutionary, a pragmatic psychologist, a comprehensive scientist, a cultural commentator, and most relevant to this paper, a person who loved technology. In both his personal and professional life, Skinner loved to tinker with and invent gadgets to solve the problems he saw around himself (Vargas, 2004). His paper titled “A Case History in Scientific Method” is notable foremost for his rejection of the standardized methods of the psychological community and calling into question the wisdom of popular formalized practices in general. However, it is also notable in how much technology molded his emerging science of behavior and led him to new discoveries (Skinner, 1956). In this paper, he articulated how he tinkered with research
equipment to make his research activities easier. He crafted a new device to allow rats to deliver their own reinforcers, rather than have the experimenter deliver these individually. This automated apparatus was a circular device that rotated as it delivered food to the rats. Skinner tinkered further by adding a pen and a string to the device. As food was delivered the device would rotate, which in turn lowered both the string and pen downward slightly. This downward movement was recorded on a moving piece of vertical paper. Although the procedure was somewhat complicated, the record it produced was not. Periods of reinforced activity over time could easily be seen in the form of curves and as Skinner said, somewhat in jest, “science made great use of curves” (Skinner, 1956, p. 225). The first cumulative record was born and rate of responding suddenly became a practical and sensitive dependent variable.

Soon the cumulative recorder became a mainstay of early behavioral research and Skinner frequently championed rate of responding as a fundamentally better measure for any science that concerned itself with behavior (Skinner, 1950; 1953). This new piece of technology helped shape the early directions in the experimental analysis of behavior and Skinner eventually lamented the loss of such a sensitive machine and measure in a later publication (Skinner, 1976). Other authors have even gone as far as to suggest this piece of technology and the measurement it permitted were among Skinner’s greatest achievements (Binder, 1993; Lindsley, 1991).

**Teaching Machines: The Forerunner of Computer-Based Instruction**

Not only was technology critical in the early stages of experimental behavior analysis, technology also played a central role in some of the first solutions applied by behavior analysts. During the 1930s and 1940s, Skinner appeared to be waiting until his science of behavior was more complete before implementing his findings to societal concerns. Although his Walden Two utopian novel suggested some future goals for the science (Skinner, 1948), Skinner seemed largely content to investigate basic phenomena in his laboratory during this time period. Even in regards to educating his own daughters, Skinner stated that “I had never felt that I should interfere in their schooling” (Skinner, 1983, p. 64).

That position appeared to change with a Father’s Day visit to his daughter’s classroom in 1953. The easily observed inefficiencies and ineffectiveness of the classroom added a new urgency to his research agenda and he began tackling applied issues more directly and frequently. Not surprisingly, Skinner saw the problems of education in terms of contingency management (i.e., providing effective antecedents and consequences for the targeted behavior). In regards to antecedents, instructional material was not systematically presented to guarantee a high probability of a correct responding. In regards to consequences, reinforcement for correct responding was far too infrequent in the classroom, through no fault of the teacher who is practically outnumbered by his or her students. Once again, technology proved to play a major role with a piece of equipment becoming Skinner’s first solution to this applied problem. Spe-
cifically, Skinner invented a teaching machine that he hoped would ease the burden of teachers while also improving the educational process. Skinner recognized that in almost any other field where there is an increased demand for production, mechanical aids tend to be developed to meet the increased demand (Skinner, 1958). In order to meet the demand for an increased production of educated people needed for skilled labor, he thought teaching machines should be developed to more efficiently and effectively educate individuals. Furthermore, Skinner thought teaching machines could improve upon many shortcomings seen in traditional instructional methods (Skinner, 1954; 1958). Although Skinner was not the first to suggest improving education through technology, his approach was one of the most comprehensive early attempts at automating parts of the educational process. For example, Sidney Pressey’s self-scoring machines preceded Skinner’s work by several decades (Pressey, 1926; 1927; 1932). However, Pressey’s testing machines were designed to primarily assess student comprehension on material being taught outside of the machine, whereas Skinner’s teaching machines were designed to function independently during the instructional process (Skinner, 1958).

During his discussions on teaching machines, Skinner listed several criteria essential for effective instruction that must be considered when designing automated instruction (Skinner, 1954; 1958). First, the teaching device must induce active engagement with the material. Second, the instructional process should be learner paced, so that the machine proceeded only when the pupil was ready to proceed. Third, mastery criteria must be used to prevent the learner from progressing to subsequent material without first understanding the prerequisite material. Fourth, composing a response, rather than selecting a response from a multiple choice format, was argued to be the preferable response requirement. Fifth, effective instruction should provide immediate and individualized feedback to strengthen or correct responding, as appropriate. Finally, Skinner believed instructional materials and response requests should proceed in steps that were large enough to efficiently progress a learner’s repertoire but small enough that no learners should fail at any given step. Meeting all of the above criteria on a large scale would likely prove incredibly difficult, impractical, and cost prohibitive without technological intervention. Skinner’s teaching machines solved the educational contingency flaws noted earlier by ensuring that the automated prompts would likely evoke the correct student response and that programmed consequences consistently followed student behavior.

Despite his influence, Skinner’s approach to improving instruction never seemed to take root. Teaching machines failed to achieve mass adoption and were never fully implemented in classrooms. It is critical to note that the demise of teaching machines had nothing to do with their educational effectiveness. Indeed, trial runs of teaching machines resulted in excited learners who readily learned new material very efficiently. All the tests of teaching machines were overwhelming positive, yet they failed to influence typical educational practices. Skinner placed much of the blame on traditional philosophies of education that suppose that improved teaching methods are not
possible. However, his autobiography reveals another part of the answer: nearly ten
years of frustrations and difficulties involving mass production as teaching machines
were shopped around to various companies (Skinner, 1983). Overly cautious com-
nies that repeatedly broke production promises or produced defective machines even-
tually diminished Skinner’s time and enthusiasm. Although other individuals found
moderately more success than Skinner with distributing teaching machines (see Esco-
bar and Lattal, 2011 for a detailed review), this success was short-lived. These machines
were also plagued by issues such as pricing (too expensive), portability (too heavy for
salespeople), philosophy (perceived dehumanization), and the primitive status of tech-
nology (limited innovation could occur with paper and turn knobs). Although crude by
current standards, these types of teaching machines could be considered the 1950’s
equivalent of modern computer-based instruction (CBI). It is worthwhile to point out
that the production obstacles and technological limitations that Skinner and others
experienced with teaching machines are less relevant to today’s CBI.

The Potential of Modern Computer-Based Instruction

CBI has the potential to meet all of the criteria that Skinner outlined for teaching
machines and technologically enhanced instruction is much more accepted today
than it was in Skinner’s time. CBI and other technological solutions are increasingly
commonplace in K-12, higher education, and employee training (Blackwell, Lauri-
cella, & Wartella, 2014; Renes & Strange, 2011; Saghafin, 2011). Behavior analysts
are well suited to the task of refining the use of such technology and examples of
behavior analysts doing such work can already been found in both education (Layng,
Twyman, & Stikeleather, 2004) and business (Johnson & Dickinson, 2012).

CBI has the potential to better facilitate contingencies since it can be programmed
to continually monitor the behavior of learners and precisely deliver differential con-
sequences. In workplace settings, it has been suggested that performance monitoring
is one of the most important elements for optimizing employee behavior (Komaki,
1986). Although human monitors can tire or be inattentive, a computer program can
continually be on task and responsive. CBI is potentially more cost effective once it is
developed (although up-front development should not be underestimated), since the
instruction can be continually reused at minimal cost (unlike human teachers and
trainers). CBI can relieve teachers and trainers from the more tedious aspects of in-
struction, freeing their time for other important work tasks. The use of CBI also pro-
vides the opportunity for a finer level of data collection since automated recording
can potentially collect data on an unlimited number of users and behaviors. In turn,
this wealth of data can be used to refine subsequent implementations of CBI (Twyman,
Layng, Stikeleather, & Hobbins, 2004). In their article summarizing 12 years of com-
parative research, Johnson and Rubin (2011) examined interactive computer-based
instruction with adult learners and found that CBI was as effective as, if not better
than, alternatives (e.g., textbooks, classroom lectures) in over 95% of comparisons.
Their review also highlighted a wealth of variables to be explored in future studies that were well-suited to a behavior analytic sensibility.

The Failure of Modern Computer-Based Instruction

Although the potential for computer-based instruction to revolutionize education and business is tremendous, actual implementations have fallen short. Part of the reason for this failure may be due to the fact that most computer-based instruction tends to be designed to replicate traditional instruction (i.e., presentation of material to a relatively passive audience) rather than capitalize on CBI's unique potential (Engelmann, 1992; Skinner, 1963). Note that even though the results of the Johnson and Rubin (2011) review tended to be positive for CBI, a very large volume of CBI publications were omitted due to the exclusionary criteria used. This was primarily due to a simple restriction to only include interactive forms of CBI (in keeping with Skinner's guidelines). Unfortunately, most forms of CBI tend to be passive forms of presenting information. Even within the realm of interactive CBI, the quality and types of these interactions can vary widely.

No form of technology is a magical solution. Teaching machines, computer-based instruction, or any other technology have the potential to make circumstances worse. Even a well-designed system for delivering consequences will fail in the absence of carefully considered instructional design. It is the enforcement of contingencies along with the quality of the instructional design for the program inside the machinery that matters.

The Need for Behavior-Based Instructional Design

Instructional design is a broad term that is often used loosely. In practice, it often used to describe the use of the ADDIE model (analyze, design, develop, implement, evaluate) or the development of learning objectives (Branch, 2009; Rothwell & Kazanas, 2008; Seels & Glasgow, 1998). Much of instructional design is dominated by cognitive and constructivist assumptions rather than behavior analysis. In this article the phrase behavior-based instructional design will be used to distinguish a behavior analytic approach from other approaches to instructional design. Behavior-based instructional design is a systematic approach to identifying the critical variables capable of manipulation to produce efficient learning and the process of continual refinement of these instructional variables to improve environmental contingencies. Put differently, it is how designers can best establish different types of stimulus control for different types of performance outcomes. In contrast to other forms of instructional design, it is not rooted in learner traits or cognitions beyond the designer's influence and it does not postulate unnecessary hypothetical processes or inferred structures as the primary explanatory models. Of course, philosophical assumptions and theories are not what the learner actually encounters in a learning situation, but differences in philosophy may lead to different solutions being proposed by the designers of those learn-
ing situations. When the burden of change is placed upon an internal cognitive process or structure, the proposed solutions tend to revolve around hoping that the internal processes self-correct, if possible (e.g., waiting until the learner is ready or the person has a mental breakthrough; simply accepting that some people are not well-suited for certain demands). When the burden of change is placed upon the observable sequencing of environmental stimuli, the proposed solutions tend to revolve around active intervention (e.g., find more effective prompts; design better consequence delivery).

An illustration of the importance of behavior-based instructional design for behavior analysis can be seen with the data from Project Follow Through. Project Follow Through was a nationwide federal study comparing different instructional approaches for children and remains one of the most ambitious educational experiments ever conducted. The study is often used to demonstrate the clear improvements of the behavioral method known as Direct Instruction (DI), which was sponsored in the experiment by the University of Oregon (Binder & Watkins, 1990; 2013). However, another lesson about behavior analysis can be taken from Project Follow Through because Direct Instruction wasn’t the only behavioral model tested. There was also the Behavior Analysis model sponsored by the University of Kansas. For the sake of simplicity, this article will simply refer to these two behavioral approaches as the Oregon and Kansas models.

Although they were both behavioral models, they had very different effects. The Oregon model (DI) produced sizable gains in basic skills, conceptual skills, and affective skills, whereas the Kansas model produced sizable gains in affective skills, small gains in basic skills, and negative gains in conceptual skills (Watkins, 1988). What accounts for the differences in outcomes for models with the same theoretical orientation? Although there were several differences, behavior-based instructional design may have been a key ingredient. Both models utilized differential consequences for performance, frequent monitoring of progress, and an explicit philosophical stance that the environment drives behavior (Engelmann, 2007; Watkins, 1997). However, unlike the Kansas model, the sponsors of the Oregon model used behavior-based instructional design to develop their own instructional materials. Put differently, the differences in outcomes could be attributed to the difference between consequence management alone versus consequence management with behavior-based instructional design. Behavior-based instructional design has long been remained one of the most important elements of Direct Instruction (Engelmann, 1992). Although management by consequences alone may produce some desirable gains, a complete analysis of the contingencies requires the identification of the most effective antecedents, in addition to effective consequences, for the targeted behavior.

**The Forerunner of Behavior-Based Instructional Design**

One of the earliest behavior analysts to fully recognize the importance of good instructional design for technological solutions was Susan Meyer Markle. Markle worked with Skinner during the late 1950s and helped edit his book on verbal behav-
ior (Skinner, 1957; credited as “Susan R. Meyer” in the preface). She also wrote programs for and tested some of the teaching machines Skinner had been developing (Skinner, 1983; Zemke & Armstrong, 1997). As such, she was well-versed in the notion of examining different types of controlling stimuli in regards to verbal relations and the analysis of content for automated instruction. She spent the rest of her career writing extensively about behavior-based instructional design and the proper use of technology in instruction (Markle, 1967; 1969; 1987; 1990). She often emphasized that technology required analyses of both instructional content and learner behavior to be effective.

Susan Markle, along with her husband Philip Tiemann, outlined processes to systematically teach different repertoire types in the most efficient way possible (Tiemann & Markle, 1990). They identified 10 basic learning outcomes and explicitly detailed the process for creating and testing for appropriate stimulus control (see Sota, Leon, & Layng, 2011 for an updated refinement of Tiemann and Markle’s learning types). Her learning types included simple motor responses, complex chains of responding, basic verbal discriminations, conceptual responding, novel behavior, and more.

**Extended Example Illustrating the Process behind Behavior-Based Instructional Design**

To illustrate what behavior-based instructional design might look like, an extended example showing how Tiemann and Markle (1990) systematically approached concept learning will be documented below. Often concepts are taught in an insufficient or haphazard manner. Definitions are simply provided or examples are selected at random. As a starting point, it is difficult to get people to even agree upon what a concept is. Tiemann and Markle spoke of a concept as a set of “things” that belong together. To be more explicit, a concept is equivalent to a stimulus class, that is, a group of stimuli that are treated as belonging to the same group (they all evoke a common response) due to some common property (Keller & Schoenfeld, 1950). Thus, conceptual learning can be viewed as a type of generalization and discrimination learning with stimulus classes. To say an individual has a concept is to say he or she responds similarly within the stimulus class and he or she responds differentially between stimulus classes. Concept learning is essentially discrimination and generalization training with stimulus classes rather than individual stimuli.

Isolating the variables that determine whether or not something belongs within a stimulus class is often very difficult, even when interacting with individuals who are very accurate in their classifications. For example, people usually have no difficulty in deciding whether or not a stimulus is “human”. However, if asked for the criteria (i.e., variables controlling their verbal behavior) used when deciding whether or not a particular stimulus was “human”, people have difficulty verbalizing all the relevant discriminative stimuli. Application of the rules for any given concept can be well learned, even if the articulation of the rules is not.
Conceptual learning involves more than simply providing definitions, even though it is commonplace to find instructional attempts to teach concepts through definitions alone (a cursory reading of most college textbooks and computer-based instruction can confirm this). For example, one could memorize that a response is “the neurally innervated action of an organism’s effector” (definition borrowed from Michael, 1993, p. 5). Even if an individual precisely provides this definition word for word on an exam, the response still has not demonstrated conceptual stimulus control (although rote memorization of definitions may not be a bad starting place, especially if the definition functions like a checklist or job aid). As Tiemann and Markle (1990) point out, conceptual learning requires the classification of multiple examples and nonexamples using both novel and familiar stimuli.

One could randomly choose a bunch of examples and nonexamples for teaching a new concept. To teach the concept of Beethoven-like classical music, one could utilize multiple Beethoven songs as well as songs from jazz, rock, and hip-hop. One problem remains: How does one decide if the best examples and nonexamples have been selected for demonstrating accurate conceptual stimulus control? A nonexample drawn from the classical music of Mozart may provide to be a finer grade level of conceptual understanding since the sounds of jazz, rock, and hip-hop are very distinct from Beethoven’s music. As such, Mozart’s music would be a better nonexample than Miles Davis’ music for demonstrating that one understands the difference between Beethoven’s music and non-Beethoven’s music. Some nonexamples provide better evidence of discrimination than other nonexamples. Also, not all examples are equally efficient in demonstrating accurate generalization within a concept. To address this problem, Tiemann and Markle (1990) recommend using what they called the Prototype Approach to efficiently select examples and nonexamples.

The Prototype Approach is a strategy that begins with identifying a prototype. For example, if one wanted to analyze the concept of “bicycle”, he or she would first imagine the most generic, prototypical bicycle possible. Next, the analyst would examine the various features of the bicycle and try to remove or alter those features to discover what is and is not essential for evoking the response of “bicycle”. Remove one wheel and the stimulus becomes a unicycle. Add a third wheel and it becomes a tricycle instead (sidestepping the issue of training wheels). Having two wheels appears to be an essential element to the concept of bicycle. It is what Tiemann and Markle (1990) would call a critical attribute.

To be more precise, a critical attribute is a feature that every stimulus within the conceptual class has, and if altered, causes the stimulus to be excluded from the conceptual class. Thus, every single stimulus labelled as “bicycle” will have two wheels. As soon as one changes the number of wheels, the stimulus no longer qualifies as a “bicycle” and becomes something else instead. Most concepts will have multiple critical attributes. Motorcycles and mopeds are nonexamples of bicycles, thus illustrating the importance of bicycles being human-powered (non-gas, non-electrical). Without foot pedals, the bicycle becomes a scooter, thus highlighting foot pedals as a
critical attribute. Every single stimulus the verbal community labels as bicycle has these critical attributes and any stimulus lacking one of those attributes is not labelled as such. As an aside, Tiemann and Markle’s process for understanding concepts in terms of analyzing the critical attributes used by verbal community is very similar to Skinner’s proposal for understanding semantic relations (Skinner, 1945).

Of course, there are some dimensions of a bicycle that can be changed without excluding it from the conceptual class known as “bicycle”. For example, the color of the bicycle can be changed while still retaining the verbal label of “bicycle”. Thus, a specific color is a non-essential feature of a bicycle. More specifically, it is what Tiemann and Markle would call a variable attribute: A feature of an example, that when changed, results in a new example that also belongs in the same conceptual stimulus class. If the prototypical bicycle had been red and the color was then changed to blue, a new example of a bicycle would be what remains. Many other variable attributes can be identified. Both small bicycles for children and large bicycles for adults qualify as bicycles. Although most bicycles have one seat, some will have more than one (i.e., twin bicycles). Bicycles can have a typical saddle-type seat or a reclined seat such as seen on recumbent bicycles. Although not typically seen, it is easy to imagine a bicycle without a seat (it probably wouldn’t be comfortable, but most people would still label it as a bicycle). Handlebars can be straight or curved without changing the “bicycle-ness” of the stimulus. Many recumbent bicycles feature handlebars on the side of the seats, but are still considered bicycles.

Potentially, one could identify an almost unlimited number of variable attributes. For example, the number of spokes can vary, the typical storage locations, the length of the chain, etc. However, Tiemann and Markle (1990) did not recommend coming up with every single possible variable attribute, but to instead pick the attributes with the most salient properties. How does the analyst determine which attributes are the most salient? It is recommended to initially use one’s best judgment, followed by field testing the instruction with learners from the intended audience. If the learners are classifying examples as nonexamples due to some irrelevant feature, this suggests that the list of variable attributes needs to be expanded to directly address that irrelevant feature. Markle (1990) liked to state that it was impossible to tell if an instructional program would work just by looking at it. One must repeatedly test the program with the full range of learners from the intended audience and this lesson applies to computer-based instruction and other forms of instruction.

Returning to the bicycle analysis, the following critical attributes could be listed:

- Two wheels
- Completely person-powered
- Foot pedals

The following variable attributes might be identified (which would be refined later based on learner errors):
• Color (red, blue, yellow, green)
• Size (small, large)
• Type of seat (saddle, recline)
• Type of handlebar (straight, curved, side)

With the critical and variable attributes defined, close-in nonexamples can now be developed for instruction. A close-in nonexample is a nonexample that lacks one and only one critical attribute. Tiemman and Markle (1990) argued that close-in nonexamples are the best stimuli to choose when trying to teach discriminations. For example, a moped is a close-in nonexample for the concept of bicycle (two wheels and pedals, but missing person-powered). The “closeness” of a moped is what makes it a much better nonexample for teaching and testing the concept of bicycle than a car, apple, fish, or some other randomly/intuitively selected stimulus. This is also why Mozart was a much better nonexample than Miles Davis for teaching the concept of Beethoven’s music. For each and every critical attribute, one should develop a close-in nonexample. This relates to the idea of Tiemann and Markle’s Minimum Rational Set of Close-In Nonexamples. To create this set, the analyst needs one close-in nonexample for each critical attribute. Since the concept of bicycle has three critical attributes, the Minimum Rational Set of Close-In Nonexamples would require a set of three stimuli.

• Stimulus with two wheels, foot pedals, but not person-powered (i.e., moped)
• Stimulus with two wheels, person-powered, but no foot pedals (i.e., handcycle or scooter)
• Stimulus with foot pedals, person-powered, but not two-wheeled (i.e., unicycle or tricycle)

The set of close-in nonexamples helps teach discriminations so that learners can correctly identify nonexamples. However, it is also necessary for learners’ responding to generalize, so that a full range of examples are correctly labeled. The Minimum Rational Set of Examples (note: this is different than the set of nonexamples referred to above) addresses this by varying every dimension on the variable attributes selected. The variable attribute with the most dimensions corresponds to the number of stimuli the Minimum Rational Set of Examples should have. In the list above, the variable attribute of color has the most dimensions (four), so this particular Minimum Rational Set of Examples would have four examples. In the process of constructing this set, it is important to have every variable attribute vary as much as possible. The set of examples might look like this:

• A bicycle that is red, small, saddle seated, with straight handlebars
• A bicycle that is blue, large, recline seated, with curved handlebars
• A bicycle that is yellow, small, saddle seated, with side handlebars
• A bicycle that is green, large, recline seated, with straight handlebars
Notice that every single variable attribute has been varied. Additional dimensions could be developed, such as more dimensions for the variable of color (black, white, pink, etc.), but it is not necessary to show every single possible dimension for a variable attribute. In fact, it would be an infinite list if one tried to vary every possibility for certain attributes, such as size. How variable the dimensions need to be will depend on how sophisticated the learners are. Only through empirical testing can it be discovered if there are too many or too few dimensions.

All of the preceding information has been devoted to teaching concepts. The testing of concepts is another issue for consideration. Tiemann and Markle point out that one can only test for a concept using novel stimuli: examples and nonexamples that were not used during the teaching process. Otherwise, it is unclear if the learner behavior is showing evidence of conceptual stimulus control or if the learner simply got it correct due to rote memorization. Test stimuli with too much formal similarity would not be acceptable either (e.g., teaching the concept of conditioned response using the item “salivating at sight of cake” and then testing with the item “salivating at sight of cookies”).

If learners correctly identify novel examples, they are demonstrating appropriate generalization. If learners correctly identify novel nonexamples, they are demonstrating appropriate discrimination. If learners incorrectly identify novel examples (by calling them “nonexamples”), they are demonstrating undergeneralization. If learners incorrectly identify novel nonexamples (by calling them “examples”), they are demonstrating overgeneralization.

If it is discovered that learners often make overgeneralization errors during testing, the addition of more close-in nonexamples would be prescribed. If it is discovered that learners often make undergeneralization errors during testing, this suggests that more examples are needed. Markle (1990) would caution analysts to not overload instruction with too many examples and nonexamples. Doing so would only serve to make instruction tedious and inefficient (possibly evoking escape behaviors). This is why the process starts with the minimal number of examples and nonexamples to fully teach concepts and then adds additional material following thorough testing with real learners.

Where Behavior Analysis Needs to Go: The Synthesis of Technology, Design, and Consequences

By understanding instructional design from a behavioral perspective, technology can be better designed for the specific outcome that is desired. If one wants computer-based instruction to teach a concept as fully yet efficiently as possible, a systematic approach is necessary. Otherwise, errors in generalization and discrimination are likely to occur. The same holds true for using technology to teach any sort of differentiated responding under specified stimulus control or to create repertoires that are likely to extend successfully to novel situations. This can also provide the framework
for understanding many types of behavior sometimes falsely argued to be outside the jurisdiction of behavior analysis, such as problem-solving and creativity (Critchfield & Twyman, 2014; Kubina, Morrison, & Lee, 2006). Efforts to harness new technologies without understanding behavior-based instructional design or behavior analysis in general are less likely to be successful since an understanding of the person using the technology is left out of the equation. Some progress has been made in merging these areas (for example, see the Headsprout development process as described by Twyman, Layng, Stikeleather, and Hobbins, 2004), but much more is sorely needed.

It may be argued that behavior analysts are among the few people prepared to fully capture the potential of technology. This is because the field of behavior analysis is well-situated to understand 1) emerging technology in relation to human behavior, 2) behavior-based instructional design, and 3) management of contingencies. What is needed for the future is an integrative approach to align these areas in order to maximize practical success in areas such as education and training.
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